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WHY 
PHOTOSYNTHETIC CARBON METABOLISM?
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1. THE MOST IMPORTANT BIOLOGICAL PROCESS ON 
EARTH
 SURVIVE!  Food, hospitable environment & Energy

 Generate Carbohydrate and oxygen.
 Photosynthesis Output of Carbohydrate: 160 billion metric tons 

yearly.

2. Photorespiration: Not understood completely[26]
3. Extended photosynthetic carbon metabolism[20]
 No current dynamic model of photosynthetic carbon metabolism 

includes all the reactions in the following.
1. Calvin cycle
2. Photorespiratory metabolism
3. Starch synthesis
4. Suc synthesis

3532000000000 pounds.=

Presenter
Presentation Notes
Although photosynthetic equation has been known since the 1800s, Photorespiration decreases photosynthetic output by draining off organic material (C) from the Calvin cycle (Campbell, Reece,199) about 30%(Zhu).
Drains (Waste!) up to 50%(in soy beans) carbon fixed by the Calvin Cycle=remove carbon from Calvin Cycle (Campbell, Reece)[5]
Hot & Dry→ ↑Photorespiration (PR)
Carbohydrate (food, energy, fiber) 
The world's population to be 6,800,000,000 in 2009 ->519 pounds per person in the World->1.4 pounds/day (My calculation: seemed wrong!!!!)
 Where metric ton=1000kg =2207.5 pounds. American 1 ton=about 2000 pounds. 160,000,000,000,000=1.6*10^14Kg: 1.6*10^12/6.8*10^9
150,000,000KM: 30cm=12in=0.30m=0.0003KM->500,000,000,000 stacks (5*10^11) of 17 books in each stack->but 1.6*10^14-> Each stack=320KG 
 each book=18KG (Mine: Need to check)
By liberating O2, consuming CO2-> make up of our atmosphere



K-12 Photosynthesis:
Light Reactions and the Calvin Cycle.

Chloroplast

Fatty acids
Amino acids

[27]
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WHAT IS IT?
Conversion light energy to  chemical energy in the form of ATP and NADPH[20].
[LR] O2 to the atmosphere.
[CC] Calvin Cycle uses ATP & NADPH to convert CO2 and H20 to the sugar G3P and return ADP & NADP+.
6CO2 +12H2O+Light->C6H12O6+6o2+6H2O
Light reaction: Thylakoid Membranes
3 phases in Calvin Cycle: 1. Carbon Fixation(CO2+RuBP)=6Carbon: Unstable=2 molecules of 3phosphoglycerate )2. Reduction3-Phosphoglycerate+additional phosphate group form ATP-> 3 bisphosphoglycerate to G3P) 3. Regeneration of CO2 Acceptor (RuBP)(5 molecules of G3P are rearranged by the last steps of calvin cycle into 3 molecules of RuBP. RuBP is prepared to receive CO2 again and cycle continues [5].
       Directly produced from the Calvin Cycle G3P=Glyceraldehyde 3-phosphate=3-phospho_glyceraldehyde=triose        phosphate=3-carbon sugar glyceraldehyde[Wiki]
       Rubisco is the most abundant protein (enzyme) in chloroplasts and the most abundant protein on Earth. 
(FMI) [five carbon sugar =RuBP (Ribulose bisphoshate)] + CO2 = product is a six carbon intermediate, splits in half to form two molecules of 3- phosphoglycerate (3-PGA) VERY UNSTABLE→THIS MAY BE WHY PGA STARTS VERY SENSITIVE AND SHOOTS UP!!!
Calvin Cycle: American chemist who won a Nobel Prize in 1961 for determining the chemical reactions that occur during photosynthesis. 
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 [21]  The reactions of the Calvin cycle, starch synthesis, and triose phosphate. 
 Reaction numbers
 Double arrows : Reversible reactions
 Two dashed lines: Chloroplast membrane

“The circles in the chloroplast membrane: phosphate translocators, which mediate the export of three-carbon metabolites (i.e. DHAP, PGA, and GAP) The steps of the photorespiratory “ [21].
reactions represented in the model. The circles in the chloroplast membrane represent glycerate/glycollate translocators, which mediate the transport of glycerate and glycollate through the thylakoid membrane between stroma and cytosol. 
 





WHAT   PARAMETERS?

[29]

 Enzymes for improved crop yield Or increased 
photosynthetic rate [de Sturler, Zhu, Long]
1. Biotechnology can engineer each enzyme to alter resource 

allocation between the enzymes
2. 38 enzymes involved in extended photosynthetic carbon 

metabolism
3. Given a fixed resource of total protein-nitrogen, 109 testing 

choices for optimal distribution of protein nitrogen into different 
enzymes.
 WHICH ENZYMES?NEED TO IDENTIFY

 The Maximum Rate of some reactions or of all 
Enzymes in the Photosynthetic Carbon Metabolism

 7 Proteins that are not necessary for photosynthesis but are 
required for photorespiration

 Initial Conditions 
 Kinetic Constants Used in Rate Equations of each Metabolite[21] 
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Presentation Notes
Sugar cane field in Hawaii.
Modern biotechnology has the power to engineer each enzyme in photosynthesis and to alter resource allocation between the enzymes [Zhu, de Sturler].
[1] 15 Vm= maximum velocity of each enzyme (i.e, Rubisco, PGA kinease, …,SBPase). 
PCOP has 10 more Vm= maximum rate of each enzyme in photorespiration.
[2] Each reaction is catalyzed by a specific enzyme.
In Sucrose synthesis (in the Cytosol)  has 8 more Vm.
IC are from the literature. 
(FMI) NOTE PGA=2.4 AND Pi=5  (NOT CALCULATED FIRST, IT WAS GIVEN, BUT IN OUR ROUTINE, IT IS CALCULATED) (YES, Pi IS A METABOLITE)
 Parameters describe the system, either constant, or direct control or vary independently. (Mendes, 871) 



7 2010 The State of the Union
 “…Continued investment in advanced biofuel…”
 Increase Crop Yield →More Biofuel
 Ethanol Fuel: Fermented sugars from sugar cane, wheat, 

corn (C4 plants) etc.
 E10: Mandatory 

in 10 States.

 E85: is used in Sweden. 7 stations in VA (2 open to public), 
normally 30% cost less than gasoline.

 E100 is widely used in Brazil.

PHOTOSYNTHESIS AND ENERGY

[28,30]
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Presentation Notes
The State of the Union is an annual address presented by the President of the United States to the United States Congress. Jan 27, 10
 Ethanol fuel is ethyl alcohol. 10 Mandatory states: FL, HI, IA, KS, MN, MO, NT,OR,WA,LA.
E10 has also been mandated for use in all standard automobile fuel in the state of Florida by the end of 2010
         Although I checked online price was about 19% cheaper now to consumers(Jan, 2010), generally 30% cost less.
C-4 plants evolved in the tropics and higher temperatures.(EX)crabgrass, corn, and sugarcane.
C-3 plants are found at higher latitudes. Common C-4 plants include. 
Sugarcane, corn and members of grass family are C4 plants. 4- carbon compound as its first product.
      E85 (85% denatured fuel ethanol, 15% gasoline). “7 Million Cars on the road” 1900 Locations nationwide. PHEV w/E85 Cellulosic(300mpg)
      Ford Taurus FFVs (Flexible fuel vehicles: Switch back and forth) have an 18-gallon fuel tank and will normally travel 350 miles 
     “Most ethanol fuel in Sweden is imported, mainly from Italy and Brazil”
 2. Sugarcane, corn and members of grass family are C4 plants. 4 carbon compound as its first product. C4 advantage in a dry environment. 50% of grass are C4 including sugar cane, maize.
Most plants are C3 carbon fixation.
PHEV
No consistent set of enzyme concentration [2].  
Although photosynthesis equation has been known since the 1800s, some of steps are not completely understood…
	Photorespiration.




A SYSTEM OF ODES.

8

121 122 124V V V− −
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Presentation Notes
The rate of change in concentration of a metabolite=difference between the rate of reaction generating the metabolite and the rate of the reaction consuming the metabolite.
Photosynthesis is a complex system [20]->I am using 20 DE, but there are 11 more DE to complete the metabolism.
Model is for Photosynthesis & Photorespiration.
This system of ODEs describes the rate of change in each intermediate of carbon metabolism.
ADP+Pi=ATP (Every cell in the world uses ATP for energy)
Suffix “c” means in cytosol, if the metabolite also exists in stroma.
Pi  inorganic orthophosphate 
 We know how important DE is: Orbiting satellite, Newton’s Law of Cooling, decaying radioisotope and a lot more.
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Presentation Notes
Assumptions and Facts.
A solution depends continuously on a set of parameters: no bifurcation prob.
The set of initial concentration of chemical species and model are fairly well-known.
We assume there is no correlation of parameters.

The rate equations of the model of photosynthetic carbon metabolism.
This copy is just one of 6 pages of the rate equations.
Where Km the Michaelis Menton constant of metabolite was used.
Where Ki the inhibition constant of the inhibitor.
Where Ka the activation constant for the activator.    Unit mM=mmol 1^(-1)




Stiffness of ODEs

10

 Large negative real part of eigenvalues along with others 
normal magnitude.

 Local Jacobian ,          , has large eigenvalues.

 Need A-Stability Solver or extremely small time steps.
 IRK_s (Better Stability with the higher order)= Collocation Method

 Simple One-Step scheme

 Note that ODE stiff is not related stiffness in parameters 
as in “Stiff” parameter & “Sloppy” parameter in 
Gutenkunst[7] and Ashyraliyev[3]

f
y
∂
∂
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Presentation Notes
Y’=f(t,y), Jacobian df/dy
Sloppy: very large aspect ratio after spectra have been normalized by their largest eigenvalues: span many decades (NBP30,fall09)�Gutenkunst used “Stiff for the opposite of sloppiness.
Gutenkunst: sloppiness may ALSO arise due to proximity to bifurcations and separation of time or concentration scales.
He argued not to focus on parameter values, particularly when a system is tentative and incomplete. “When a system is not well understood, it can be more profitable to design experiments to directly improve predictions of interesting system behavior rather than to improve estimates of parameters.”
Stiffness: Problems of the form y’=ky+f(t)
| k | is large. 
 Systems of the form y’=ky+f(t)
where K is a square matrix having at least one eigenvalue l ∈ C and | l | is large.
 Systems of the form y’=f(t,y)
with the Jacobian of f having at least one eigenvalue m ∈ C and | m | is large. 
 The behavior of numerical methods on stiff problems can be analyzed by applying these methods to the test equation y' = ky with k ∈ C. The solution of this equation is y(t) = ekt. This solution approaches zero as when Re k < 0. If the numerical method also exhibits this behavior, then the method is said to be A-stable.A-stable methods do not exhibit the instability problems as described in the motivating example [WIKI].
A-Stable(its region of absolute stability contains the entire left half plane of ramda*h for any h>0; where the test equation is y’= ramda*y->y(t)=Ce^ramda*t.
IRK w/ Gauss, Radau, Lobatto pts. GAUTCHI P316
Sloppy: very large aspect ratio after spectra have been normalized by their largest eigenvalues: span many decades (NBP30,fall09)�Gutenkunst used “Stiff” for the opposite of sloppiness.
Gutenkunst: sloppiness may ALSO arise due to proximity to bifurcations and separation of time or concentration scales.
Problem being ill conditioned: Small perturbation in input->Large perturbations.



Implicit S-Stage Runge-Kutta (IRK)

[1,10]
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Presentation Notes
[1] Ascher, Mattheij, Russell P ODE SOLVER 1, normally h_i=t_i+1-t_i.
i:= a mesh interval index.
Note that rho doesn’t necessary strictly less than 1, later for the equivalence to collocation method requires strictly less than; distinct points.
 Later on collocation points are x_is.
Also RK coefficients are in Butcher Diagram: Where all Beta add up to 1 and all alpha add up to rho on each row.
Runge’s main idea was introduced in 1895.Butcher in 1987. Graph theoretical approach of Butcher is in Iserles P48. (Graph Theory)
Still I have a problem with this; look at the NBP 69 (Fall’09). Instead of rho*h+x_now= x_next as my collocation points, I do have mid points. CHECK  NBP 69-71.



Construction of Weight For IRK_s12
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[ 1] Ascher, Mattheij, Russell P ODE SOLVER 1
Alpha and Beta are quadrature weights.
Explicit: Strictly lower triangular rho_1=0. BVP inherent in the problem slm values on mesh are obtained simultaneously.
Note that rho doesn’t necessary strictly less than others for now, later for the equivalence to collocation method requires strictly less than; distinct points in the Theorem 1 in next slide. Later on collocation points are x_k,s. Also RK coefficients are in Butcher Diagram.
Where all Beta add up to 1 and all alpha add up to rho on each row.
Runge’s main idea was introduced in 1895.Butcher in 1987. Graph theoretical approach of Butcher is in Iserles P48. (Graph Theory)
Still I have a problem with this; look at the NBP 69 (Fall’09). Instead of rho*h+x_now= x_next as my collocation points, I do have mid points. Still don’t see exactly how this RK4 would be any closer to our collocation method CHECK  NBP 69-71.



Collocation Method : ODE Solver

1. Discretization
 Time domain

2. Choose Basis Function:
 Lagrange Polynomial (for each metabolite and each interval)
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A, B, C are collocation Lagrange coefficients for each metabolite and each interval. 3KJ unknowns. 
NOTATION INCONSISTENCY: NEED TO FIX IT BEFORE THE ORAL.
Approximation can be more accurate if the basis function is  orthogonal polynomials or spline functions, or polynomials with sufficiently large degree (Gautschi, 106).
Collocation pts for higher precision Gauss schemes(root of a Legendre polynomial), Radau scheme(rho_k=1), Lobatto scheme(rho_0=0,rho_k=1), . Comparison is in [1]. 




Need             Equations

1. Left Continuity Condition:

2. Right Differentiability Condition:

3. Collocation Condition:
 Satisfy the given model 

 Highly Nonlinear Equations

 Need Jacobian

algebraic equations

3 ⋅ ⋅K J

⋅K J

⋅K J

⋅K J

3 ⋅ ⋅K J
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Initial Guess: Piecewise Cubic Hermite Interpolation, Cubic Spline Interpolation→Use Nonlinear solver




Left Continuity Condition
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-J in the red font; because LBC was separated into BC slide.
NOTE THE CSI ORDER WAS DIFFERENT THIS TIME!  REMEMBER; EQUIDISTANCE ; NOT NECESSARY
NEW SUBINDICES ARE ON NBP 126 IN SPRING’09 NOTES.



Right Differentiability  Condition
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(FMI) This is for general case of h; not only for equidistance but also for adaptive step.
(FMI) This is a special case of collocation point:= m_k being midpt only. 
It shouldn’t be hard to rewrite for other possible collocation pt
For example rho = 30 away from h, not the middle(50% away), then the calculation is just slightly harder than 50%.



Boundary Conditions

 LBC

 RBC
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LBC could denote y~(t_0)=y_0.



Collocation  Condition
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Collocation pts for higher precision Gauss schemes(root of a Legendre polynomial), Radau scheme(rho_k=1), Lobatto scheme(rho_0=0,rho_k=1), . Comparison is in [1]. 

COLLOCATION CONDITION EQUATION HAS UPDATED, DEC 6, 09.
MATLAB Code is written for the equidistance, but we can easily change to the generic ones! (Dec 6, 09).



Automatic Differentiation (AD)

 Systematic application of the chain rule.

 “NUMERICALLY EXACT evaluation of derivatives” 
Shampine,  Kierzenka, Forth (2005)

 Accurate to within roundoff. 

 No Discretization or Cancellation errors Unlike FD
 ADMAT/ADMIT: Verma, Coleman

 MAD AD: Forward Mode AD [Forth, 2006].
 Quicker w/AD than w/o AD for vectorized cases*.

 ADIMAT: Vehreschild [18]
 Forward AD: Directional derivatives and its Value calculated

 More efficient than other AD [Forth, 2006]

Presenter
Presentation Notes
* with vectorzied, then CPU solution times are reduced. Not the case for unvectorized.
AD(Automatic Differentiation)+MAT(MATLAB).
Shampine, Ketzscher, Forth :”bvp4c” & “bvp4cAD” uses AD by default in MATLAB. “Just replace bvp4c by bvp4cAD in MATLAB.
There is a CPU times Comparison Table.
AD is more efficient than symbolic differentiation.
No discretization or cancellation errors unlike FD.
 “Analytical evaluation of the partial derivatives may result in faster convergence of the iteration”
“Numjac”: FD used to be in MATLAB.
Vectorizing f(x,y) is to speed up the FD.
Reverse(Adjoint) mode AD : Two stage process. 1: Original fnc run, 2. Reverse: Propagating the sensitivities of the fnc’s outputs to each calculated variable.
Forward: efficient, simpler
Rich, Hill [1992] AD Simple by a character string.
Both forward, reverse modes: [Verma, 1998] & [ Coleman 1998].-> ADMAT(AD package) [Verma,1999]
Same Verma & Coleman->ADMIT: sparse Jacobian via coloring algorithms.[Verma, 2000]
 Automatic differentiation and MATLAB interface toolbox
ADIMAT is more efficient than ADMAT [Bischof, 2003] Comparision.
Each column of the Identity matrix defines a separate directional derivative. 1. directional derivative. 2. Fnc evaluation  3. AD to calculate Jacobian.
“Overloaded AD”
“An Efficient Overloaded Implementation of Forward Mode Automatic Differentiation in MATLAB” by SHAUN A. FORTH @ Cranfield University.
Explain so well in examples for Forward Mode VS Reverse Mode
Dr. Borggaard & Verma 2000 explain them.
Borggaard, J. and Verma,A. 2000. “On Efficient Solutions to the Continuous Sensitivity Equation using Automatic Differentation” SIAM J. Sci. Computation. 22, 1, 39–62
Automatic differentiation (AD) can be used to perform: this sensitivity analysis without writing any additional code to solve the sensitivity equation.
using AD to generate code to approximate the CS
MAD: can take sparse matrix class. Faster than ADMAT. Take advantage of vectorization.



Jacobian Structure Comparison for Solving Non-
linear equations. FD vs. AD
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LC

RD

CC
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K=5.
Reg Quad 
 DR_Opt_ChmFD_P_NzyData_AVG.m(Left graph)
 DR_Opt_ChmADi_NzyData_AVG.m,(Right graph)




Data VS Collocation Solutions  (K=3)

CM8
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With Quadratic Piecewise Polynomial Basis



Data  VS Collocation Solutions I (K=20)
CM9
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CM10

Solving Non-Linear K=3000

Presenter
Presentation Notes
K= 3000!!!
Mainly roundoff errors. On the left.
Mostly, Problem in the First interval for Coll Cond, especially for PGA: Separated into 2 and treated as if two separate chemical species: Result was better.
Tried with flexible IC and EC. Much better results.
PGA is extremely sensitive at the beginning; means it starts at 2.4 and shoot up to 6.63 right after a very few seconds, and eventually die down to zero.
Collocation Method produces a system of nonlinear algebraic equations which will be solved by any variant of Newton’s Method.
Had some results of comparisons between “fsolve” and User-Defined Newton’s Method. (Back in Feb, 2008).
Semilogy: base 10 log for y-axis (Logarithmic scale for y)  and linear scale for x-axis. NBP87(Fall09). To See more clearly, change the y-axis to logarithmic scaling 
Second =500 seconds after is the initial time.
LAST, 20,RBC(120,000)=Max(FJ)=Int, Chm and Condition and the indices.





Error Control and Adaptive Refinement

( ) ( )
( ) ( )

( )

( ) ( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( )

1

1
1

1 1
1

1 1

1.Order :  Truncation error 

ˆ2.Order 1:  Truncation error 

ˆAssume .

, ,
, ,

, ,  
          

p
i

p
i

i i i

i i ii i i i
i i i i

i i i

i i i i i i

i

p h O h

p h O h

y y t y

h t y t hy t y t y t y
h t y t h

h h h

y t y h t y t h y t y
h

τ

τ

φ
τ φ

φ

+

+
+

+ +
+

+ +

=

+ =

≈ ≈

− −
= − = −

 − + − = =









( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) [ ] [ ]

1

1 1 1 1 1 1
1

1 11 1 1 1 11 1
1 1 1

1
ˆ ˆ   

ˆSimilarly, , but 

ˆˆ ˆ ˆˆ ˆ

3. Given Step Size ,  accept the step if 

i

i

i i i i i i
i i i

i i i

i ii i i i i i
i i i i

i i i

i

i

h
y t y y t y y t y

h
h h h

y yy t y y y y yh h y y
h h h

h

hτ

τ

τ

+

+ + + + + +
+

+ ++ + + + −+ +
+ + +

+
− − −

= =

−− + − −
= = + ≈ = −

=








1 1ˆi i iy y hTol+ +− ≤

[1,4]

Presenter
Presentation Notes
Convergent of order p if O(h^p)
Phi =? MORE DETAILED
Approximation for the local truncation error of the O(h^p).
IVP



Nonlinear Least-Squares Problem

30

1. Collocation Approximation Solution.

2. Data 

3. Minimize the Residual (Discrepancy btn 1 & 2).               

 The Gauss-Newton Method.

 The Levenberg-Marquardt Method

Optimized Parameters.

30

Presenter
Presentation Notes
Candidate Model and experimental data and we estimate the values of the parameters from those.  MIN of Some of squares function of the residuals btn.
Standard technique for enzyme parameters: Nonlinear least squares fitting
Deterministic methods for solving optimization.
The Gauss-Newton Method &The Levenberg-Marquardt Method=Very Efficient and very Common methods
Minimize the sum square error equation
Again, computation of Jacobian is the problem.
randn, normrnd (in normal distribution, random numbers) 
ODE15S MORE ACCURACY REQUIRED(DATA)




Why Difficult? Issues?
34

 Jacobians : Solving nonlinear equation & optimization.
 Exploit Structures of Jacobians: 

 Banded FD, Block FD.

 Coll Cond : ADiMat.

 Vectorization is used for Jacobian build for speed.

 Ill-Conditioned Jacobian.
 Used different basis functions

 Stiffness of ODE:

 Sloppiness of Parameters.

 A Few Unstable Metabolites      Error
 Adaptive Step Size Refinement.

Presenter
Presentation Notes
Stack JAC(Exact & Updated) Stored in Sparse data structure to minimize storage
Species related.xsl in folder, “ParEstMetabol-new”:  To Get a Pattern for Jacobian
Note that each species depends on only few other species →Sparse matrix.
diffjacBlc.m & dirderBlc.m
V: Vm parameters
Vectorization: 
Fnc Evaluation search pattern at once!
Linear Ordering:   X = [aint1,chm1, bint1,chm1, cint1,chm1, aint1,chm2, bint1,chm2, cint1,chm2, ..., aint1,chmJ,
bint1,chmJ, cint1,chmJ, ..., aint1,chm1, bint1,chm1, cint1,chm1, aint2,chm1, bint2,chm1,
cint2,chm1, aint2,chm2, bint2,chm2, cint2,chm2, ..., aintK,chmJ, bintK,chmJ, cintK,chmJ]T .
F is a set of all equations for the collocation method: 1 LC, RD and CC, 2. intervals, and 3.by chemical species.
The LC and RD are linear equation for each interval and for each chemical->Exact Jacobian



What To Do

36

 More efficient & robust algorithm 
 as a method of parameter estimation for broader practical 

applications.

 Acceleration techniques to improve the accuracy: 

 Parameter Correlation
 Assumed zero parameter correlation now

 Combining deterministic and stochastic parameter 
estimation for the same model 

Presenter
Presentation Notes
Interaction btn parameters. Correlation: Shows tendency to vary together.
WHAT CAN I CONTRUIBUTE WHEN I ENCOUNTER THE ISSUES? For highly nonlinear complex biological system
WHERE THE ORIGINAL CONTRIBUTION COMES IN!
Acceleration techniques: Higher order IRK, (more accurate), error expansion, extrapolation.
Local truncation error for TR, is O(h^2); this is all we need to show O(h^2) in the solution.
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